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Abstract

We describe a problem of a sucessful 3D–2D pose estimation algorithm when it is applied in scenarios with large depth variation. In this case image uncertainty is inhomomogenously reflected in the Euclidian space where the constraint equations are formulated. We introduce a scaling of the constraint equations that equalizes this inhomogenity. We can show that we can reduce the error significantly in outdoor scenarios with large depth discontinuities.

1 Introduction

The estimation of the motion of rigid bodies (rigid body motion, RBM) is an important sub–problem in computer vision for tasks such as object recognition [3], mutiple view reconstuction [7] and disambiguation of visual representations [11]. It is also important in the context of robot navigation since the ego–motion of a person or vehicle in a static scene can be described by an RBM. The mathematical formalization of this kind of motion has been studied for a long while (see, e.g., [2, 9]). An RBM can be described as a six–dimensional manifold consisting of a translation (parametrised by the three coecients $t = (t_1, t_2, t_3)$) and a rotation (parametrised by $r = (r_1, r_2, r_3)$). It describes the transformation of a 3D entity\footnote{In the following 3D entities are printed in boldface while 2D entities are printed normal.} $e$ in the first frame to a 3D entity $e'$ in the second frame

$$RBM^{(t,r)}(e) = e'. \quad (1)$$

A camera projects a scene to a 2D chip. Therefore it is often convenient to work with entities that are extracted from a 2D image. However, there occur many applications in which prior object knowledge does exist. For example in industrial robot applications CAD descriptions of objects may be available (see, e.g., [4]). 3D information can also be extracted from image sequences beforehand through stereo as done in this paper. This requires then an RBM estimation algorithm that can work on entities of different dimensions: The
Figure 1: a) Knowing the camera geometry a 3D line can be generated from an image point and the optical center of the camera. The 3D point/3D line constraint realizes the shortest Euclidian distance between the 3D Point and the 3D line. b) From an image line a 3D plane can be generated. The 3D point/3D plane constraint realizes the shortest Euclidian distance between the 3D Point and the 3D plane. c) Inhomogenity of Uncertainty in the Euclidian Space. The difference of a projection of a 3D point and the extracted feature corresponding to this point in the image leads to a deviation $d_I$. However, in case this projection comes from a far point $p_f$ it results in a much larger distance $d_f$ between the generated line and $p_f$ than in case of a close point $p_c$ (with associated distance $d_c$). An appropriate scaling factor that equalizes these differences for these two points is $w_c = d_I/d_c$ and $w_f = d_I/d_f$ respectively.

3D object knowledge needs to be aligned with 2D entities in an image of this object. The problem of computing the RBM from correspondences between 3D object and 2D image entities is commonly referred to as 3D–2D pose estimation problem [6, 13]. In mathematical terms we have the following kind of constraint equations:

$$P(RBM(e)) = e',$$  \hspace{1cm} (2)

where $P$ represents the perspective projection.

There exist approaches (in the following called ‘projective’ approaches) that formalize constraints directly on equation (2) (see, e.g., [1]). An alternative is, instead of formalising the pose estimation problem in the image plane, to associate a 3D entity to each 2D entity: For example, a 2D image point together
with the optical center of the camera spans a 3D line (see figure 1a) and an image line together with the optical center generates a 3D plane (see figure 1b). In case of a 2D point \( p \) we denote the 3D line that is generated in this way by \( \mathbf{L}(p) \). Now the RBM estimation problem can be formulated for 3D entities

\[
\text{RBM}^{(t,r)}(\mathbf{p}) \in \mathbf{L}(p).
\]

where \( \mathbf{p} \) is the 3D Point. Such an Euclidian formulation has been applied by, e.g., \([14, 15, 5, 13]\). They have coded the RBM estimation problem in a twist representation. The RBM can then be computed iteratively on a linearized approximation of the RBM.

This approach is elegant, since it deals with the full perspective projection. It works in the space where the RBM takes place (i.e., the Euclidian space) and also allows for nicely interpretable constraint equations which basically represent the Euclidian distance between the 3D entities (see figure 1,a,b). It can also deal with any kind of camera model (orthographic, perspective, paraperspective, ...): For switching between these camera models only the reconstruction of the entities change but not the actual constraint equations.

We have been sucessfully working with this algorithm which is turned out to be numerically stable and fast \([10]\). It is also straightforward to implement and the meaning of constraints and entities is well defined (which will become important for our improvement of the algorithm). However, one problem of such a formulation is that when dealing with natural scenes uncertainties are associated to the image features used as correspondences. These uncertainties can be for example caused by unprecise positioning or the calibration of cameras. These image uncertainties lead to an inhomogeneity in the constraint equations: The estimation of feature attributes of entities with large depth cause a higher uncertainty in the constraint equations than that of entities at a close distance. This is caused by the fact that the constraint equations are formulated on entities in the 3D-Euclidian space which however originate from 2D entities which uncertainties reproject back to the Euclidean space in a non-homogenuous way. Thus, correspondences of entities with large distance would have higher influence in the constraint equations (see figure 1c).

In this paper, we demonstrate the effect of this inhomogeneity on the example of RBM estimation from stereo sequences: We can show that for scenes with large depth variation, although we get a good reduction of the error measured in the 3D constraints this can lead to quite significant errors in the 2D projections. We then introduce a scaling of the constraint equations that eliminates the inhomogeneity and we can show that we achieve better results for scenes with large depth variation but not scenes with small depth variation.

The paper is structured as following: In section 2, we briefly describe the 3D–2D pose estimation algorithm. In section 4 we describe our modification of the algorithm. In section 3, we introduce the scenario in which our algorithm is applied and in section 5 we show the effect of our scaling.
2 Constraint Equations

Following [14, 15, 5, 13] an RBM can be represented as

\[ RBM = e^{\tilde{\xi}^{\alpha}} = \sum_{n=0}^{\infty} \frac{1}{n!} (\tilde{\xi}^{\alpha})^n \]  

(3)

with \( \tilde{\xi} \) being the 4 × 4 matrix

\[
\tilde{\xi} = \begin{pmatrix}
\tilde{w} & -\tilde{w}q + \lambda w \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
= \begin{pmatrix}
0 & -w_3 & w_2 & w_3q_2 - w_2q_3 + \lambda w_1 \\
w_3 & 0 & -w_1 & w_1q_3 - w_3q_1 + \lambda w_2 \\
-w_2 & w_1 & 0 & w_2q_1 - w_1q_2 + \lambda w_1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

with \( \tilde{w} \) being the direction of the line around which the rotation is performed, \( q \) being a point on this line \( \lambda \) being the translation along the line. A straightforward linearisation is given by \( e^{\tilde{\xi}^{\alpha}} \approx (I_{4 \times 4} + \alpha \tilde{\xi}) \). We can represent a 3D point \( p = (p_1, p_2, p_3) \) by the null space of a set of equations

\[ F_p(x) = \begin{pmatrix}
1 & 0 & 0 & -p_1 \\
0 & 1 & 0 & -p_2 \\
0 & 0 & 1 & -p_3
\end{pmatrix}
\]

\[ \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \]  

(4)

Note that the value \( ||F_p(x)|| \) represents the Euclidian distance between \( x \) and \( p \). This will is important to derive interpretable constraint equations.

A 3D line \( L \) can be expressed as two 3D vectors \( r, m \). The vector \( r \) describes the direction and \( m \) describes the moment which is the cross product of a point \( p \) on the line and the direction \( m = p \times r \). \( r \) and \( m \) are called Plucker coordinates. The null space of the equation \( x \times r - m = 0 \) is the set of all points on the line. In matrix form this reads

\[ F_L(x) = \begin{pmatrix}
0 & r_x & -r_y & -m_x \\
-r_z & 0 & r_x & -m_y \\
r_y & -r_x & 0 & -m_z
\end{pmatrix}
\]

\[ \begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \]  

(5)

Note that the value \( ||F_L(x)|| \) can be interpreted as the Euclidian distance between the point \( (x_1, x_2, x_3) \) and the closest point on the line to \( (x_1, x_2, x_3) \) [8, 13].

We now want to formulate constraints between 2D image entities and 3D object entities. Given a 3D point \( p \) and a 2D point \( p \) we first generate the 3D line \( L(r, m) \) that is generated by the optical center and the image point (see figure 1b).\(^2\) Now the constraint reads:

\[ F_L(p) \left( (I_{4 \times 4} + \alpha \tilde{\xi}) p \right) = 0. \]  

(6)

\(^2\)Note that the line \( L \) depends on the camera parameters.
Figure 2: A,B,C,D: The scenario for RBM estimation. A,B: Left and right image of the first frame. Some of the used correspondences are displayed in A. C,D: Left and right image of the second frame. E,F: Two other scenes used for testing the pose estimation algorithm. E: Lab Scene without large differences in depth. F: Another outdoor scene.

Note that although we have 3 equations for one correspondence the matrix is of rank 2 resulting in 2 constraints. For different correspondences we get more equations. This results in a system of linear equations which solution becomes optimized iteratively (for details see [5, 12]).

3 Ego-motion estimation from Stereo Sequences

We apply the pose estimation algorithm in the context of egomotion estimation from stereo sequences (see figure 2A–D). Here we do not have any model knowledge about the scene. Therefore the 3D entities need to be computed from stereo correspondences. We provide manually derived correspondences in two consecutive stereo frames for a number of 3D points. For each 3D points we therefore get four projections, two in the first and also two in the second frame (see figure 2A,B,C,D). From the correspondences in the first frame we compute a 3D point and the correspondences in the second frame result in two 3D lines for which two constraint equations (6) can be derived.

We measured the image distances between manually determined points and points projected after the computed RBM has been performed. We noticed that for the points close to the camera there occur in average large differences. We expect that this inhomogeneity results from the inhomogeneity in the constraint equations.
4 Scaling of Constraint Equations according to Image Uncertainty

In the context of ego-motion estimation from stereo sequences we are faced with uncertainties in the 3D model as well as in the feature extraction. Both uncertainties are caused by the unprecision in the positioning of the corresponding 2D points. First, it results in an unprecision of stereo reconstruction. Second, it leads to an unprecision in the reconstruction of the 3D line from the 2D point. Since we deal with relatively small motions compared to depth variation in the scene we can assume that both uncertainties lead to similar distributions and can be handled by the same mechanism.

We replace equation (6) by

\[ \frac{1}{w_p} F^L(p) \left( (I_{3\times3} + \hat{v} \hat{u})p \right) = 0. \] (7)

where \( w_p \) is computed by

\[ w_p = \frac{1}{||o_c - RBM(p)||} \] (8)

where \( o_c \) is the optical center of the camera. Note that in our stereo context the weights for the same 3D point \( p \) are different for correspondences of the left and right camera since their optical centers differ.

The reason for choosing this formula is a straightforward application of the theorem of intersection of parallel lines with two intersecting lines (see also figure 1c):

\[ \frac{d_p}{||o_c - RBM(p)||} = \frac{d_I}{||o_c - P(RBM(p))||}. \]

Since the weight \( w_p \) is supposed to equalize the effect of \( d_p \) we need to divide by

\[ d_p = d_I \cdot \frac{||o_c - RBM(p)||}{||o_c - P(RBM(p))||} \]

We can assume the image uncertainty \( d_I \) as constant and approximate \( ||o_c - P(RBM(p))|| \) by the focal length (i.e., by a constant as well). Both constants do not influence the relative weighting of constraint equations and can therefore be neglected such when we devide by \( d_p \) we end up with equation (8).

5 Results

We applied the scaling in 3 different scenarios: motorway (figure 2A-D), lab (figure 2E) and country road (figure 2F). In the lab scenario, depth differences were rather small compared to the ego-motion while in the other the depth

\[ ^{\text{In addition there is also uncertainty in the calibration. However, we neglect these effects here.}} \]
Figure 3: The average pixel distance of estimated image points depending on the number of correspondences used for computation is shown for the three scenarios: country road (top,left), motorway (top,right), and lab (bottom). Differences were rather large. From our consideration above we expect small effects for the low depth variation (lab scene) and improvement for the other two cases. For all sequences we generated 25 point correspondences manually. We computed the RBM on a subset of those (computing set). We calculated from the computing set and the set of remaining points (test set) the average pixel distance in the image plane separately. The results are shown in figure 3.

Different observations are of interest. First, the average pixel error is significantly lower with our scaling compared to the non-scaling case for the motorway and the country road sequence (the error can be reduced to approximately the half). For the lab sequence there is no significant difference if scaling is applied or not due to the small depth variation. We can further observe that we need approximately 8 to 10 correspondences to get a good generalization. For less correspondences, we get much better results on the computing set compared to the test set.

For a fixed number of correspondences we did 20 runs on different subsets.
6 Summary

We described a problem of a successful 3D–2D pose estimation algorithm [14, 15] when it is applied in scenarios with large depth variation. Then the image uncertainties are inhomogeneously reflected in the Euclidian space where the constraint equations are formulated. We introduced a scaling of the constraint equations that equalizes this inhomogeneity. We could show that we can reduce the error significantly in outdoor scenarios with large depth discontinuities. As expected from the motivation of the scaling method, no measurable improvement is achieved for scenes with small depth variation.
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